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Abstract. Media bias, i.e., slanted news coverage, can strongly impact the public 
perception of topics reported in the news. While the analysis of media bias has 
recently gained attention in computer science, the automated methods and results 
tend to be simple when compared to approaches and results in the social sciences, 
where researchers have studied media bias for decades. We propose Newsalyze, 
a work-in-progress prototype that imitates a manual analysis concept for media 
bias established in the social sciences. Newsalyze aims to find instances of bias 
by word choice and labeling in a set of news articles reporting on the same event. 
Bias by word choice and labeling (WCL) occurs when journalists use different 
phrases to refer to the same semantic concept, e.g., actors or actions. This way, 
instances of bias by WCL can induce strongly divergent emotional responses 
from readers, such as the terms "illegal aliens" vs. "undocumented immigrants." 
We describe two critical tasks of the analysis workflow, finding and mapping 
such phrases, and estimating their effects on readers. For both tasks, we also pre-
sent first results, which indicate the effectiveness of exploiting methods and mod-
els from the social sciences in an automated approach. 
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1 Introduction 

Media bias describes differences in the content or presentation of news [23]. It is an 
ubiquitous phenomenon in news coverage that can have severely negative effects on 
individuals and society [23], for example when slanted news coverage influences voters 
and, in turn, also election outcomes [1, 11]. Potential issues of one-sided coverage, 
whether through selection of topics or how they are covered, are compounded by the 
fact that in many countries only a few corporations control large parts of the media 
landscape – in the US, for example, only six corporations control 90% of the media [6].  

Subtle changes in the words used in a news text can significantly impact opinions 
[43, 47, 49, 50]. When referring to a semantic concept, such as a politician or generally 
named entities, authors can label the concept, e.g., “illegal aliens,” and choose from 
various words to refer to it, e.g., “immigrants” or “aliens.” Instances of bias by word 
choice and labeling (WCL) frame the referred concept differently [13, 14, 39], whereby 
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a broad spectrum of effects occurs [22], e.g., the frame may change the polarity of the 
concept, i.e., positively or negatively, or the frame may emphasize specific parts of an 
issue, such as the economical or cultural effects of immigration [13].  

In the social sciences, research over the past decades has developed comprehensive 
models to describe media bias as well as effective methods for the analysis of media 
bias, such as the content analysis [32] and the frame analysis [13]. Because researchers 
need to conduct these analyses mostly manually, the analyses do not scale with the vast 
amount of news that is published nowadays. In turn, such studies are always conducted 
for topics in the past, and do not deliver insights for the current day (cf. [32, 42]), which 
would, however, be of primary interest to regular news consumers. Revealing media 
bias to news consumer would also help to mitigate bias effects, and, for example, sup-
port news consumer in making more informed choices [22].  

In contrast, in computer science, few approaches systematically analyze media bias. 
The models used to analyze media bias in computer science tend to be simplistic (cf. 
[23, 26, 36, 37, 44, 51]) compared to models established in the social sciences; most 
approaches analyze media bias from the perspective of every-day news readers while 
neglecting both the established approaches and the comprehensive models that have 
already been developed in the social sciences (cf. [15, 33, 36, 37, 41, 44, 51]). Corre-
spondingly, their results are often inconclusive or superficial, despite the approaches 
being technically promising. To address these issues, we define the research question: 

How can an automated approach identify instances of bias by word choice and  
labeling in a set of English news articles reporting on the same event,  

and enable every-day news consumers to explore these instances? 
We propose a cross-disciplinary approach that exploits the established models from the 
social sciences to describe and methods to analyze media bias, while taking advantage 
of the fast, scalable methods for text analysis developed and used in computer science 
(Section 3). Our approach imitates the process of an inductive frame analysis, and uses 
state-of-the-art natural language processing (NLP) methods to identify and map bias 
inducing coreferences (currently only noun phrases (NPs), i.e., phrases referring to the 
same semantic concept. To estimate the effects of such coreferences on readers, we use 
psychometric dictionaries devised in psychology and linguistics. Further contributions 
are a brief overview of techniques for the analysis of bias by WCL and exemplary re-
sults from the social sciences and related approaches from computer science (Section 
2), and first results demonstrating the effectiveness of our cross-disciplinary approach 
(Section 3). We conclude our paper with future work for the prototype (Section 4). 

2 Related Work 

In the social sciences, the news production and consumption process is an established 
model that defines nine forms of media bias, and describes where these forms originate 
from [3, 23, 44]. For example, first journalists select events, sources, and from these 
sources the information they want to publish in a news article. These initial selection 
processes introduce a bias into the resulting news story. While writing an article, jour-
nalists can affect the reader's perception of a topic through word choice and labeling as 
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described in Section 1 [3, 19, 41]. Lastly, the placement and size of an article within a 
newspaper or on a website determine how much attention the article will receive. 

Researchers in the social sciences primarily conduct frame analyses or more gener-
ally content analyses to identify instances of bias by WCL, and investigate their effects 
on individuals or societies [32, 42].1 In a content analysis, researchers first define anal-
ysis questions or hypotheses. Then, they gather the relevant news texts, and coders read 
the texts, annotating parts of the texts that indicate instances of media bias relevant to 
the analysis questions, e.g., phrases that change the readers’ perception of a specific 
person or topic. In an inductive content analysis, coders read and annotate the texts 
without prior knowledge other than the analysis question. In a deductive content anal-
ysis, coders adhere to a set of coding rules defined in a code book, which researchers 
usually create using the findings from an inductive content analysis conducted prior to 
the deductive analysis. After the coding, researchers use the annotated findings, for 
example, to accept or reject their hypotheses. 

The content analyses conducted for bias by WCL are typically either topic-oriented 
or person-oriented. For example, Papacharissi and Oliveira investigated WCL in the 
coverage of different news outlets on topics related to terrorism [43]. One high-level 
finding was that the New York Times used more dramatic tones than the Washington 
Post, e.g., news articles dehumanized terrorists by not ascribing any motive to terrorist 
attacks or usage of metaphors, such as “David and Goliath” [43]. Both the Financial 
Times and the Guardian focused their news articles on factual reporting. Another study 
analyzed whether articles portrayed Bill Clinton, the U.S. president at that time, posi-
tively, neutrally, or negatively [40]. 

Most automated approaches treat media bias vaguely, and view it only as “differ-
ences of [news] coverage” [46], “diverse opinions” [38], or “topic diversity” [37], re-
sulting in inconclusive or superficial findings [21]. Few approaches use the bias models 
from the social sciences and focus on a specific form of media bias. Likewise, few 
approaches specifically aim to identify instances of bias by WCL. Lim et al. propose to 
investigate words with a low document frequency in a set of news articles reporting on 
the same event, to find potentially biasing words that are characteristic for a single ar-
ticle [30]. NewsCube 2.0 employs crowdsourcing to estimate the bias of articles report-
ing on a topic. The system allows users to annotate WCL in news articles collabora-
tively [45]. A closely related, fully automated field of methods is sentiment analysis, 
which aims to find the connotation of a phrase. On news texts, however, sentiment 
analysis performs poorly for three reasons. First, news texts have rather subtle conno-
tations due to the journalistic objectivity [18, 23]. Second, no sentiment dictionary ex-
ists that is specifically designed for news texts, and generic dictionaries tend to perform 
poorly on news texts (cf. [4, 28, 41]). Third, the one-dimensional positive-negative 
scale used by all mature sentiment analyzers likely falls short of representing the com-
plexity of news articles [41]. To avoid the difficulties of highly context-dependent sen-
timent connotations in news articles, researchers have proposed approaches to perform 
sentiment analysis specifically on quotes [4] or on the comments of readers [46], which 
more likely contain an explicit statement of sentiment. First research projects suggested 

                                                        
1 The paragraphs about manual and automated approaches have been adapted partially from [21]. 
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to investigate emotions induced by headlines but they achieved mixed results [54]. 
Other approaches use dictionaries to find bias words in Wikipedia articles [48] and 
news articles [5]. Both approaches achieve an accuracy close to human coders, but do 
not estimate the effects of the found words on readers. 

In conclusion, there is currently no automated approach that enables users to view 
instances of bias by WCL in news coverage of the current day, despite the reliable 
analysis concepts developed and used in the social sciences, and fast, scalable text anal-
ysis methods developed in computer science and computational linguistics. 

3 Identification of Bias by Word Choice and Labeling 

Newsalyze is a research prototype that aims to find groups of articles that frame an event 
similarly, i.e., report similarly on the named entities (NEs) and other semantic concepts 
involved in the event. Therefore, Newsalyze implements a three-tasks analysis pipeline 
as depicted in Fig. 1. From a set of articles reporting on the same event, Newsalyze first 
performs state-of-the-art NLP preprocessing. The second task, frame device analysis, 
finds so called frame devices [8], i.e., in our project phrases referring to any concept 
(candidate extraction), and then aligns all phrases referring to the same concept from 
all articles (candidate alignment). Our prototype currently analyzes noun phrases (NPs). 
The third task, frame identification, estimates the effect of such phrases on readers (Ef-
fect on Readers (EoR) estimation), and finally clusters articles that have a similar EoR 
of aligned phrases (frame clustering). The output of the system are groups of articles 
framing the event similarly, which the system visualizes to users finally. 

The two main challenges in automatically identifying instances of bias by WCL are 
the candidate alignment and the EoR estimation, which we describe in more detail. 

 
Fig. 1. The three-tasks analysis pipeline preprocesses news articles, extracts and aligns phrases 
referring to the same semantic concepts, and groups articles reporting similarly on these concepts. 

3.1 Candidate Alignment 

The first task is to align coreferences across multiple articles, commonly called cross-
document coreference resolution, a task that current NLP methods cannot reliably per-
form for coreferences as they occur in bias by WCL in news articles. Current NLP 
methods, such as named entity linking (NEL), NE recognition (NER) and disambigua-
tion (NERD), and coreference resolution capably identify synonyms of the same NE, 
such as ‘Mr. Trump’ and ‘US President’ (precision 𝑝 ≈ 0.8 [7]), and pronominal and 
nominal coreferences, such as ‘he’ and ‘Donald J. Trump’ (𝑝 ≈ 0.8 [9]). 
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The automated alignment of WCL candidates, however, is more challenging because 
often journalists refer to the same concept in a broader sense than currently addressed 
by the previously mentioned coreference resolution methods. Instead, such corefer-
ences are highly dependent on the context, may only be valid in a single article or across 
related articles, or are only meaningful in conjunction with an attribute, e.g., in articles 
reporting on the end of DACA in 2018 the terms ‘illegal aliens’ and ‘undocumented 
immigrants’ referred to the people that were protected by DACA [29].  

To align WCL candidates, we currently use word embeddings produced by 
word2vec with the generic Google News model (300M words) [34]. Specifically, in the 
candidate extraction we extract all NPs, such as “undocumented immigrants,” and men-
tions of coreference chains. Then, we use affinity propagation [17] on the Euclidean 
distance in the word2vec space to align coreferential NPs. First results depicted in Table 
1 indicate the suitability of the approach to align such coreferences, e.g., our approach 
was able to align the bias by WCL instances “undocumented worker” and “illegal im-
migrant” across multiple articles of the DACA topic. For each topic, we collected arti-
cles published in the year shown in Table 1 from major news outlets representing the 
whole political spectrum from the US (DACA and Denuclearization) and UK (Brexit). 
Such coreferences cannot be resolved by neither coreference resolution nor NER. 

Table 1. Automatically aligned coreferences for exemplary topics. 

Topic  # articles Aligned coreferences  

DACA 
US, 2017 25 

immigrant(s), migrant(s), illegal immigrant(s), undocumented 
immigrants, Latino immigrants, illegals, undocumented workers, 
sympathetic group of immigrants, … 

Denucleari-
zation 
PRK, 2018 

25 
American military presence, unilateral US military operation, 
US mere presence, US military action, US military installations, 
US military presence, US military threat, … 

Brexit 
EU, 2016 35 

Brexit negotiations, EU divorce negotiations, exit negotiations, 
discussions, negotiations between UK and EU, negotiations over 
terms of divorce, … 

3.2 Estimation of the Effects on Readers 

To estimate the EoR of coreferences, only considering their sentiment would not be 
sufficient, mainly due to the complexity of news topics, and also due to the subtlety of 
connotations motivated by the journalistic objectivity (see Section 2). Thus, we analyze 
frame properties, which we define as properties that make up a frame induced by a 
phrase, including emotions [31], polarity (cf. [2]), and topic-specific properties com-
mon in frame analyses (see Section 2), such as in person-oriented news competence, 
honesty, wisdom, and empathy (cf. [43]); and on a broader scale also topical categories, 
such as finance, economic, and culture (cf. [16]). 

The current prototype estimates the EoR by comparing terms in documents to a set 
of seed words representing frame properties. We derived the following frame properties 
from an inductive content analysis, which we conducted on the topics shown in Table 



6 

1: aggression, honesty, competence, authority, confidence, sympathy, and their anto-
nyms. We also add seed words representing six basic emotions [12] to the set: anger, 
disgust, fear, happiness, sadness, and surprise. Our initial findings on the topics from 
Table 1 indicate the effectiveness of our approach, e.g., in the DACA topic the most 
frequent frame properties ascribed by the right news website Fox News to US President 
Trump are mostly positive, such as honesty, sympathy, happiness, whereas the left New 
York Times used mainly negative properties, such as anger, fear, and sadness. Our find-
ings are conformal with manually conducted studies on the ideological placement of 
the news outlets (cf. [20, 35]).  

4 Conclusion and Future Work 

Newsalyze is a work-in-progress prototype that aims to automatically identify instances 
of bias by word choice and labeling in a set of news articles reporting on the same event. 
In this paper, we describe the key concepts of the two fundamental tasks of the analysis 
workflow, i.e., the (1) alignment of context-dependent coreferences and the (2) estima-
tion of the effects of the aligned coreferences on readers (EoR). In the first task, we 
currently use parsing and word2vec to find phrases referring to the same semantic con-
cept. This way, Newsalyze finds and aligns context-specific coreferences, such as “un-
documented worker” and “illegal immigrant” in the context of an immigration topic, 
that cannot be found by generic methods such as coreference resolution or synonym 
resolution. In the second task, we use a predefined set of frame properties, such as ag-
gression and competence, represented in ConceptNet to analyze the EoR of phrases.  

While the first results generally indicate the usefulness of the approach, we propose 
the following improvements. For candidate alignment, we want to improve the results 
by training a custom word2vec model on a current news dataset, for instance from the 
commoncrawl archive using a news crawler [27]. Besides the word2vec-based align-
ment approach, we plan to devise a second, syntax-based approach, which analyzes the 
relations between extracted candidates, such as the constituents of a sentence, particu-
larly subject-predicate-object triples, e.g., using OpenIE [2], and event descriptors, such 
as the journalistic 5W phrases [24, 25], which describe the main event of news articles. 
The conceptual idea is that if, for example, supposedly different subjects perform the 
same action in related news articles, the subjects will likely refer to the same actor. We 
also want to investigate the extraction and alignment of non-NP coreferences, e.g., 
when activities are described differently, e.g., “invade” or “cross border.” 

To estimate the EoR, we also want to investigate the use of dictionaries, such as 
LIWC [55], SEANCE [10], Empath [16], categories from the General Inquirer [52], 
and dictionaries of bias-inducing phrases (cf. [5, 48]). We think, however, that our cur-
rent approach is better at estimating the effects of new terms, since ConceptNet is up-
dated regularly from Wikipedia and other sources [53]. Finally, we need to cluster ar-
ticles similarly framing an event, e.g., articles with similarly framed coreferences.  

Lastly, we need to visualize the results of the automated analysis to every-day news 
consumers. A news topic view used in the bias-aware news analysis could show phrases 
containing the most contrastive cases of bias by word choice and labeling [23].  
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