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The automated detection of plagiarism is an information
retrieval task of increasing importance as the volume of
readily accessible information on the web expands. A
major shortcoming of current automated plagiarism
detection approaches is their dependence on high
character-based similarity. As a result, heavily disguised
plagiarism forms, such as paraphrases, translated pla-
giarism, or structural and idea plagiarism, remain unde-
tected. A recently proposed language-independent
approach to plagiarism detection, Citation-based Plagia-
rism Detection (CbPD), allows the detection of semantic
similarity even in the absence of text overlap by analyz-
ing the citation placement in a document’s full text to
determine similarity. This article evaluates the perfor-
mance of CbPD in detecting plagiarism with various
degrees of disguise in a collection of 185,000 biomedical
articles. We benchmark CbPD against two character-
based detection approaches using a ground truth
approximated in a user study. Our evaluation shows that
the citation-based approach achieves superior ranking
performance for heavily disguised plagiarism forms.
Additionally, we demonstrate CbPD to be computation-
ally more efficient than character-based approaches.
Finally, upon combining the citation-based with the tra-
ditional character-based document similarity visualiza-
tion methods in a hybrid detection prototype, we
observe a reduction in the required user effort for docu-
ment verification.

Introduction

Automated plagiarism detection (PD) is a task supported
by specialized information retrieval systems termed plagia-
rism detection systems (PDS). PDS employ one of two
detection approaches, intrinsic or extrinsic. Today’s com-
mercially available PDS rely exclusively on the extrinsic
approach, meaning that they consult an external collection,
typically a subset of the web, against which to compare
suspicious text. The retrieval task is then to return from this
collection all documents that contain text passages similar
above a chosen threshold to segments in the suspicious
document (Stein, Lipka, & Prettenhofer, 2011).

Intrinsic detection approaches statistically examine the
linguistic characteristics of a text without comparisons with
an external collection and have been explored less fre-
quently (Meyer zu Eissen, Stein, & Kulig, 2007; Stein et al.,
2011). Intrinsic approaches have not been commercially
adopted, mainly because of the obstacles posed by the
minimum required document length and the possibility of
legitimate style differences through author collaboration,
which can lead to false positives. In an evaluation of intrinsic
approaches by Stein et al., documents under 35,000 words
were excluded for not being reliably analyzable (Stein et al.,
2011).

Extrinsic PDS typically follow a retrieval process that
comprises several phases during which the systems succes-
sively narrow down the retrieval space to allow for increas-
ingly fine-grained and computationally more expensive text
comparisons. The initial phase typically involves some form
of computationally moderate heuristic retrieval step, for
example, using fingerprinting indices or vector space models
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at the sentence or document level. In subsequent phases,
PDS commonly perform more detailed comparisons based
on exact (Goan, Fujioka, Kaneshiro, & Gasch, 2006) or
approximate (Zhan et al., 2008) string matching. Cross-
language plagiarism detection (CLPD) has received
increasing attention. However, Potthast et al. (2010) view
the cross-language field, in comparison with monolingual
PD, as being “. . . still in its infancy” (Potthast, Barrón-
Cedeño, Stein, & Rosso, 2010).

A shared weakness of existing extrinsic detection
approaches is their exclusive reliance on textual overlap, or
“character-based similarity,” to identify plagiarism. This
characteristic leaves current detection approaches unable to
identify reliably heavily disguised plagiarism, such as para-
phrases, translated plagiarism, or plagiarism of ideas or
document structure, which feature little or no shared text.
Evaluations of state-of-the-art PDS in the PAN Competition
on Plagiarism Detection (Potthast, Eiselt, Barrón-Cedeño,
Stein, & Rosso, 2011), the HTW PDS Tests (Weber-Wulff,
2010a), and other studies (Kakkonen & Mozgovoy, 2010)
showed that, when text has low character-based similarity,
available detection approaches fail. In the words of Weber-
Wulff, an organizer of PDS performance evaluations, avail-
able systems “find copies, not plagiarism” (Weber-Wulff,
2010b).

Ideally, a PDS should detect both lexical and semantic
similarities between documents. The need to incorporate
semantic information into similarity checks to allow for the
detection of disguised plagiarism has been acknowledged.
In experiments by Bao et al. (2007), taking into account
synonyms increased detection performance by a factor of
two to three but also increased processing time by a factor of
27 (Bao, Lyon, Lane, Wei, & Malcolm, 2007). Thus, the
already computationally expensive character-based text
analysis quickly becomes unfeasible for most practical PD
tasks.

Citation analysis has long been used as an indicator of
semantic similarity among documents (Garfield, 1955).
However, using citations for automated plagiarism detection
was not considered until the introduction of Citation-based
Plagiarism Detection (CbPD; Gipp & Meuschke, 2011).
CbPD analyzes the selection and placement of citations in
the full text of documents to form a unique language-
independent fingerprint of document semantic similarity.
CbPD exploits the tendency of plagiarists to copy in-text
citations rather than researching their own. Observations
confirmed that citation patterns often remain noticeably
similar, even when plagiarists translate or strongly para-
phrase the source text using synonyms and word rearrange-
ment (Gipp, 2013; Gipp, Meuschke, & Beel, 2011). In such
cases, the citation-based approach allows detecting both
local and global instances of semantic similarity among
publications even when character-based similarity is unsus-
picious or lacking.

This article evaluates the CbPD approach for its ability to
detect various degrees of plagiarism disguise in a large col-
lection of 185,000 scientific documents. Thus far, we have

tested CbPD only on a small scale to detect translated pla-
giarism in the GuttenPlag Wiki (Gipp et al., 2011), a collec-
tion of plagiarism instances from a single author. This article
makes the following contributions.

• We demonstrate the superior ranking performance of the
CbPD algorithms for the top n most suspicious user-ranked
disguised plagiarism forms compared with two representative
character-based detection approaches.

• We show a significant reduction in computational effort in the
average case for CbPD compared with the two character-
based PD approaches.

• We observe a reduction in user effort for manual document
verification when the citation-based document similarity is
visualized with a PDS prototype implementing CbPD.

The remainder of this article is structured as follows. The
Related Work section discusses prior large-scale evaluations
of PD approaches. The Methods section explains test col-
lection requirements, introduces the detection algorithms to
be evaluated, and explains our evaluation procedure. The
Results section reports for the detection algorithms’ retrieval
and ranking performance, computational efficiency, and user
utility. Limitations and future work are discussed prior to the
Conclusions.

Related Work

Previous large-scale evaluations of plagiarism detection
performance have centered on character-based detection
approaches. The CbPD approach demands characteristics of
the test collection that are not fulfilled by available artifi-
cially fabricated document collections. Primarily, existing
test collections lack sufficient academic citations and real-
istic plagiarism disguise, as we will discuss in more detail.
Nonetheless, we point out two projects that stand out for
their contributions to standardizing PD evaluations.

The first project is the annual International PAN Compe-
tition on Plagiarism Detection (PAN-PC) initiated in 2009
(Potthast et al., 2012). The PAN-PC offers tracks for extrin-
sic and intrinsic plagiarism detection. We refer to the
PAN-PC competition in 2011 (Potthast et al., 2011), because
the competitions in more recent years evaluated the phases
of the initial heuristic retrieval and the subsequent detailed
comparison separately using different collections. This divi-
sion of tasks makes it difficult to estimate the overall per-
formance achievable by a PDS in a real-world setting.

The corpus of the PAN-PC in 2011 contained 26,939
documents, of which 50% were suspicious texts and the
remainder formed the reference collection. Suspicious docu-
ments contained 61,064 artificially plagiarized sections,
with 82% of sections being disguised using automated or
manual English translations of German and Spanish text
sections, random shuffles, insertions, deletions, or synonym
replacements of terms, as well as paraphrases created by
paid writers. The remaining plagiarized sections were literal
copies (Potthast et al., 2011). In-text citations or reference
lists are virtually nonexistent, because the test documents
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were created by randomly copying text passages from
books. Thus, when the fabricated texts do by chance contain
citations or bibliographies, they tend to be incomplete.

The second project is a regular test of PDS by a research
group at the HTW University of Applied Sciences in Berlin
(Weber-Wulff, 2013). We will henceforth refer to this
project as the HTW PDS tests. Whereas the competitors in
the PAN-PC primarily present research prototypes, the
HTW PDS tests compare commercial and otherwise pub-
licly available PDS. The 2010 HTW PDS test evaluated 26
publicly available systems using a test collection of 40
manually fabricated essays, 30 in German and 10 in English.
Five plagiarism cases were manually or machine translated
from English to German and one from French to English
(Weber-Wulff, 2010a). Most documents contained copy and
paste or shake and paste types of plagiarism and only mod-
erate text alterations. The obfuscation of plagiarism test
cases resembles the expected plagiarism behavior among
students.

Both the PAN-PC and the HTW PDS tests found that
PDS retrieved verbatim copies and slightly disguised plagia-
rism with high accuracy, but the detection rates for manually
paraphrased and manually translated plagiarism were sig-
nificantly lower. In the 2010 HTW PDS test, only a single
system, Turnitin, could partially identify one of the five
translations in the test collection and only because the trans-
lation contained several unique place names. Similarly, the
system by Grman and Ravas (Grman & Ravas, 2011), which
performed best overall in the 2011 PAN-PC, achieved a
recall of 0.33 for manually paraphrased segments and a
recall of 0.26 for manually translated segments (Potthast
et al., 2011). In other words, the best system failed to iden-
tify 67% to 74% of manually disguised plagiarism cases.

Comparably high detection rates for machine-fabricated
translated plagiarism in the 2011 PAN-PC are misleading,
because the systems employed translation services, such as
Google Translate, which were similar or identical to the ones
used to construct the automated translations in the first
place. Subsequent PAN-PC competitions improved on this
weakness by using only manual translations (Potthast et al.,
2012, 2013). However, the approach of the best-performing
systems in the PAN-PC competitions to machine translate all
documents not in the target language is currently not scal-
able to a realistic PD scenario, in which the reference col-
lection is a subset of the web.

Methods

Test Collection

The novelty of the citation-based approach demands a set
of characteristics of the test collection that corpora of prior
PDS evaluations do not offer. This prevents the comparison
of citation-based algorithms with the performance metrics
established, for example, in the PAN-PC competitions or the
HTW PDS tests. An evaluation corpus suitable for CbPD
ideally features the following.

1. Real plagiarism. Test cases should not be fabricated,
either manually or automatically, when the goal is to
evaluate performance on realistically disguised plagia-
rism containing potential citation copying.

2. Citations. The full-text of documents must contain
readily available citations to allow parsing of citation
position.

3. Large-scale and diversity. Documents should originate
from a variety of authors to reflect different writing and
citing styles.

Finally, a ground truth, in our case in the form of verified
plagiarism instances, is required to gauge the retrieval per-
formance of PD algorithms.

Given that the test collections of prior evaluations were
created for character-based PDS, academic citations were
not purposefully included. Furthermore, with plagiarized
sections artificially fabricated, available corpora miss the
full range of realistically disguised plagiarism we expect to
find in real-world collections. For the corpora of the 2010–
2013 PAN-PC competitions, Potthast et al. made a signifi-
cant effort to create “real” plagiarism by contracting writers
to produce plagiarized articles using the crowd-sourcing
platforms Amazon Mechanical Turk (PAN-PC 2010 and
2011), and oDesk (PAN-PC 2012 and 2013). This approach
produced the most realistic test cases available thus far,
especially for the 2012 and 2013 collections, which contain
about 300 articles featuring disguised plagiarism (Potthast
et al., 2012, 2013); however, none of the test cases contained
citations.

We argue that it remains doubtful whether articles written
by contractors lacking expert knowledge are comparable in
their degree of plagiarism disguise to the types of plagiarism
potentially found in scientific publications. The motivation
for disguise likely differs in a setting in which authors work
for months or even years on a publication. Since the strength
of the CbPD approach lies in the detection of heavily dis-
guised plagiarism, we made use of a real-world scientific
document collection in our evaluation to reflect the full
range of disguised plagiarism forms and potential citation
copying.

We chose the PubMed Central Open Access Subset
(PMC OAS), a collection of biomedical full texts, for a
large-scale evaluation of CbPD. The PMC OAS contains
peer-reviewed publications, which leads us to assume a
low level of plagiarism containment. If present, however,
we assume that several plagiarism cases have been dis-
guised, which allowed them to remain undetected, thus ful-
filling the real plagiarism requirement number one. Given
that the PMC OAS contains scientific publications, cita-
tions are readily available, fulfilling requirement number
two. The PMC OAS contains 234,591 articles by approxi-
mately 975,000 authors from 1,972 peer-reviewed journals
(as of April, 2011). This fulfills the third suitability
requirement of a large-scale and diverse collection. A desir-
able bonus of the PMC OAS is its XML document format,
which offers machine-readable markup for metadata and
citations.
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We established a user study-derived ground truth
approximation of plagiarism and its severity for a finite pool
of documents. In summary, when combined with a user-
study, the PMC OAS collection is ideally suited for evalu-
ating CbPD performance.

Detection Algorithms

On an abstract level, CbPD employs a concept we term
sequential pattern analysis (Gipp, 2013). Sequential pattern
analysis describes the identification of patterns for any range
of markers within a document’s full text by analyzing the
marker’s characteristics, including proximity, overlap,
order, frequency, and distinctiveness. Suitable markers can
be either language dependent, for example, character
sequences, or language independent, for example, citations.

CbPD implements three citation pattern analysis algo-
rithms at its core, namely, greedy citation tiling (GCT),
longest common citation sequence (LCCS), and citation
chunking (CC). Additionally, CbPD considers an adaption
of bibliographic coupling (BC) applied for the first time to
plagiarism detection. For details on algorithm implementa-
tion, refer to Gipp and Meuschke (2011).

In short, the CbPD algorithms consider citation proxim-
ity, overlap, order, frequency, and distinctiveness to varying
degrees to cover the possible citation pattern rearrangements
that can occur for different plagiarism forms. GCT, for
instance, focuses on the order characteristic by identifying
all sequences of matching citations in the same order
without interruptions by nonmatching citations. Thus, GCT
patterns may indicate copy and paste or directly translated
plagiarism. The LCCS algorithm identifies the longest
sequence of matching citations in a document while skip-
ping over pattern interruptions caused by nonmatching or
scaled citations. Citations are said to be scaled when the
same source is cited multiple times in the full text. The CC
algorithm implements heuristics that focus on the proximity
characteristic of citations to allow identification of citation
patterns in which matching citations are transposed, scaled,
or separated by nonmatching citations. Citation chunking
patterns can point to heavily disguised paraphrases, freely
translated plagiarism, or structural and idea similarity, which
can point to potential plagiarism. Note that we group suspi-
cious similarities of document structure and ideas in a single
category for evaluation purposes; it is extremely difficult to
judge whether structural plagiarism also copies ideas.

To better gauge performance of the four core algorithms,
we developed seven variations for evaluation, as listed in
Table 1. We used the two, state-of-the-art character-based
approaches Encoplot (ENCO; Grozea, Gehl, & Popescu,
2009), which received the highest overall score in the
PAN 2009 competition, and Sherlock (Lachlan, 2012) as
baselines.

Detection results are stored in a database and visualized
by using CitePlag, the first citation-based PDS prototype
presented by Gipp, Meuschke, Breitinger, Lipinski, and
Nürnberger (2013). Figure 1 shows the ability of CitePlag to

visualize both citation-based and character-based similari-
ties to aid the user in the document verification task. Match-
ing text strings and matching in-text citation patterns are
highlighted in the bodies of the two documents (left and
right columns) in identical colors. The central column dis-
plays a schematic overview of both documents, in which
matching citation patterns are colored identically and con-
nected by lines. Nonmatching in-text citations are shown in
gray. Additionally, the extent of matching text in a document
section is indicated by shading the background of the central
column for that section in different shades of red (the higher
the literal text overlap, the darker the shade of red).

Evaluation Procedure

Our evaluation procedure consists of four main steps:
(a) corpus preprocessing, (b) applying the detection algo-
rithms to the data set and pooling results, (c) addressing
collection-specific false positives, and (d) performing a user
study to collect relevance judgments regarding document
suspiciousness.

Corpus preprocessing. The PMC OAS collection com-
prised 234,591 documents before preprocessing. We
excluded 13,371 documents for being either unprocessable,
for example, no processable text body as in the case of
scanned articles in image file formats, or for being dupli-
cates, or for containing multiple text bodies, for example,
summaries of all articles in conference proceedings. Table 2
gives an overview of the excluded documents.

From the set of 221,220 processable documents, we
removed an additional 36,118 documents with no references
and/or citations and 68 with inconsistent citations after
parsing. Documents with no references and/or citations were
typically short comments, letters, reviews, or editorial notes
that cited no other documents. The resulting test collection
comprised 185,170 documents. Table 3 gives an overview of
preprocessing results.

TABLE 1. Detection approaches evaluated.

Citation-based approaches

BC abs. Absolute bibliographic coupling strength
BC rel. Relative bibliographic coupling strength
LCCS Longest common citation sequence
LCCS dist. Longest common sequence of distinct citations
Max. GCT Longest greedy citation tile
CC40 Longest citation chunk, both documents chunked,

considering consecutive shared citations only without
merging of chunks

CC42 Longest citation chunk, both documents chunked,
considering shared citations depending on predecessor
with merging of chunks

Character-based approaches

ENCO Encoplot, exact 16-character gram string matching
Sherlock Sherlock, probabilistic word-based fingerprinting

4 JOURNAL OF THE ASSOCIATION FOR INFORMATION SCIENCE AND TECHNOLOGY—•• 2014
DOI: 10.1002/asi



We were unable to acquire citation placement informa-
tion fully for 16,866 documents, because citations were not
marked up in the XML source file or because the original
text stated citations within figures or captions. An additional
10,746 documents listed the same reference multiple times

in their bibliography, and 59 documents listed references
that were not cited in the main text. We did not exclude these
documents, because the likelihood of false negatives, that is,
unidentified cases of true plagiarism, is higher when remov-
ing the documents entirely than if the incomplete citation
information is retained.

Applying algorithms and pooling. The typical PD retrieval
task requires a 1:n analysis, in which a single suspicious
document is compared against a reference collection.
Because the set of potentially suspicious documents is
unknown in our evaluation, the PMC OAS collection calls
for an n:n analysis. Analyzing the PMC OAS in an n:n
fashion would require

n

2

185 170

2
17 143 871 865

⎛
⎝⎜

⎞
⎠⎟

= ⎛
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⎞
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=
,

, , ,

comparisons. This amount is practically infeasible to
perform by any PDS in a sensible time frame and thus
requires an initial limitation of the test collection.

Character-based approaches typically reduce the retrieval
space by comparing heuristically selected text fragments
and imposing a minimum threshold of shared text. Such
heuristics, however, have the inherent disadvantage of
decreasing detection accuracy. The citation-based detection
approach, on the other hand, allows limiting the document
collection without compromising detection accuracy.
Because documents must be bibliographically coupled, that
is, share at least one reference, to qualify for a citation-based
analysis, we reduced collection size by filtering for biblio-
graphic coupling (BC) strength, sBC ≥ 1.

FIG. 1. CitePlag’s front-end visualization. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]

TABLE 2. Number of PMC OAS documents excluded from evaluation.

Criterion No.

PMC OAS 234,591
Excluded documents 13,371

No text body 12,783
Duplicate files 471
Multiple text bodies 117

Processable documents 221,220

TABLE 3. Preprocessing results for the PMC OAS collection.

Criterion No. of documents Citations References

Processable documents 221,220 10,976,338 6,921,249
No references and/or

citations
36,118 0 6,447

Inconsistent citations 68 11,405 4,722
Test collection 185,170 10,964,933 6,910,080

References w/o citations 16,866 – 65,588
Citations w/o references 59 474 –
Non-unique references 10,746 – 32,122
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Figure 2 shows the distribution of BC strength sBC for
pairs of documents (d1,d2) in terms of the reverse cumulative
frequency,

f d d s ic BCi n
= ≥

=∑ ( , ) | ( )1 2
1

plotted on an absolute (black line) and log 10 scale (gray
line).

This restriction reduced the PMC OAS size to
39,463,660 document pairs requiring analysis. Because of
the practical infeasibility of a collection-wide character-
based n:n analysis, we applied ENCO and Sherlock only to
the 6,219,504 document pairs with an sBC ≥ 1. To our knowl-
edge, bibliographic coupling has thus far not been used as a
criterion to limit collection size for PD purposes. This limi-
tation may lead to the exclusion of some true positives.

We argue that limiting collection size using BC strength
is unlikely to have a significant negative effect on
character-based detection performance. To substantiate this
hypothesis, we performed an ex post n:n analysis of the top
20 most suspicious documents as identified in the user
study. Because we did not filter for BC strength, it took
several weeks on a quad-core system to compute the
character-based Encoplot scores for these 20 documents
with all other documents in the PMC OAS collection.
Figure 3 plots BC strength and ENCO score (a measure of
character-based document similarity). The smallest dots
represent single occurrences; the largest dots represent up
to 20 occurrences.

The sample contained no publication pair with an Enco-
plot score above 3 that was not bibliographically coupled.
Given the correlation between bibliographic similarity and
character-based similarity, we hypothesize that the loss of
detection performance is minimal and that using a

minimum BC strength is an acceptable compromise to limit
collection size and allow an n:n analysis of documents.

Because judging all retrieval results is infeasible, the
top 30 ranked document pairs for the nine detection algo-
rithms are pooled, as is common practice in information
retrieval (IR) evaluations, such as TREC, NTCIR, or CLEF
(Buckley, Dimmick, Soboroff, & Voorhees, 2007). We
removed duplicates and PMC OAS-specific false positives
before collecting relevance judgments.

Addressing false positives. The retrieval of false positives is
a universal problem for PDS. In the case of the PMC OAS
corpus, false positives presented a larger challenge to character-
based approaches than to citation-based approaches, because
specific document types reused standardized expressions or
boilerplate text. Several instances of high textual similarity
were thus justified in the PMC OAS. For this reason, we
applied a false-positive-reduction strategy to the pooled docu-
ments prior to collecting relevance judgments.

We excluded the collection-specific document types edi-
torials and updates. Editorials were typically nonscientific
texts written by journal editors or publishers, which provide
publishing guidelines or descriptions of the journal’s
purpose and policies. Such text is often “recycled” as boil-
erplate text among journals without citing the source.
Updates included revisions to published material, as well as
slight changes to annually published medical standards, best
practices, or procedures, commonly published by medical
associations, such as the American Diabetes Association.

This exclusion of documents was necessary for a mean-
ingful performance evaluation. Without it, the character-
based approaches, in particular Encoplot, would have
retrieved among its top ranks almost exclusively
legitimately similar documents, which would have resulted

FIG. 2. BC strength for documents in the PMC OAS collection.
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in an unwarranted high rate of false positives for the
character-based approaches unjustly resulting from the
properties of the test collection. We also excluded PMC
OAS publications that cited each other or had shared author
sets, to reduce false positives that referenced the source or
were likely examples of legitimate collaboration.

Two additional factors contributed to a higher false-
positive rate in the case of the PMC OAS. First, we carried
out the pooling process as an n:n document comparison,
whereas in the typical PD use case a 1:n comparison is
performed. An n:n comparison of a very large collection
naturally results in the retrieval of high numbers of legiti-
mate similarities. Second, the relatively sparse amount of
plagiarism in the PMC OAS makes the retrieval of legiti-
mate document similarities more likely.

Despite our strategy to reduce false positives, some cases
of legitimate text similarity remained, which we identified
during the pooling step and removed before the user study.
Collecting the top 30 similar documents for the character-
based approach, Encoplot required examining 235 docu-
ments, because Encoplot retrieved 205 collection-specific
false positives, such as editorials and updates. Collecting the
top 30 similar documents for the LCCS approach required
the examination of 31 documents, because only one
collection-specific false positive was retrieved. The citation-
based approaches retrieved fewer false positives in the case
of the PMC OAS collection, because these documents fea-
tured unique citation patterns despite high textual overlap,
for example, in medical case studies and editorials, or they
had insufficient citations because of their nonscientific
nature. In conclusion, false-positive rates are highly corpus

dependent. Every corpus contains different document
formats and text from different disciplines, meaning that the
reuse of text or citations may be seen as legitimate in some
cases but not in others.

Participants. We performed a user study to collect judg-
ments on the dominant plagiarism form and the level of
document suspiciousness, that is, document relevance to a
PD scenario. The top 30 pooling method yielded 270 docu-
ment pairs, of which 181 were unique. To obtain relevance
judgments, we presented the unique pairs to 26 participants
using the web-based prototype CitePlag. We divided partici-
pants according to their level of biomedical expertise into
the following three groups: five medical experts, 10 graduate
students from the medical and life sciences, and 11 under-
graduate students from a variety of majors. Because no
standard guidelines or thresholds exist for classifying a
document as “plagiarism,” we asked participants to assess
documents keeping in mind the information need in a real
plagiarism detection scenario: “Consider viewing a retrieved
document pair as relevant if similarities exist that an exam-
iner in a real check for plagiarism would likely find valuable
to be made aware of.”

We instructed participants to rate presented document
pairs on a scale from 0 to 5, where a score of 0 indicated a
false positive and scores 1 through 5 described various levels
of document suspiciousness. An online submission form
provided uniform guidelines, including definitions of
the four examined plagiarism forms and verbal descriptions
of the suspiciousness scores, that is, relevance to a
plagiarism-detection scenario. For example, a score of 5

FIG. 3. Correlation between BC strength and Enco score. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]
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indicated extremely suspicious similarities with obvious pla-
giarism intent, whereas a score of 1 described noticeable
similarities in some sections when an author might have
found inspiration from the source but most likely did not
plagiarize.

A participant from each of the three knowledge groups
examined each document pair. If examiners found the docu-
ment pair presented to fulfill the given information need, that
is, suspiciousness score, s, >0, we asked them to (a) indicate
the most prevalent form of plagiarism, (b) judge relevance for
a plagiarism detection scenario (suspiciousness scores 1–5),
and (c) indicate whether a character-based, citation-based, or
hybrid document similarity visualization was most suitable to
assess document suspiciousness.

Our evaluation procedure was as follows. We retained and
grouped by plagiarism form all document pairs assigned s >
0 by at least one examiner. If examiners disagreed on the
prevailing plagiarism form, we used the expert response. For
each document pair to arrive at a single score, we calculated
a weighted average of the suspiciousness scores assigned by
the examiner groups as

s s s su g e= + +( . . ) . ,1 25 1 5 3 75

where su denotes the score assigned by undergraduates, sg

the score assigned by graduate students, and se the score
assigned by medical experts. Finally, to derive a ground
truth for the four examined plagiarism forms, we ordered the
document pairs in each of the plagiarism categories by
decreasing s and selected the top 10 documents with the
highest user-assigned suspiciousness scores.

To confirm agreement on document suspiciousness among
participants above the agreement rate to be expected by chance,
we calculated interrater agreement using Fleiss’s kappa, κ as
follows.

κ = −
−

P P

P
e

e1

In this notation, Pe represents observed agreement and Pe

represents the probability of chance agreement. Thus, P Pe−
is the degree of agreement achieved above chance and
1− Pe the degree of agreement that is attainable above
chance. Fleiss’s kappa, κ for all assigned document scores
was 0.65, indicating substantial interrater agreement on sus-
piciousness. Agreement was highest for copy and paste, κ =
0.73, and lowest for structural and idea similarity, κ = 0.59.
This observation was in line with our expectation of higher
discrepancies in judgment for disguised plagiarism forms,
which are often more controversial.

Results

Retrieval and Ranking Performance

In the typical use case, manual verification of suspicious
documents can reasonably be performed only for documents
retrieved at the highest ranks. We therefore consider the rank

at which a detection algorithm retrieves the top n relevant
results as a crucial measure of the retrieval effectiveness of
a PDS. We evaluated detection performance of the nine
approaches by comparing their ranking performance with
the ground truth approximation on document suspiciousness
derived in the user study for the four plagiarism forms
examined.

For each of the top 10 user-rated document pairs, we
selected the more recent publication and checked at which
rank, if at all, a detection algorithm identified the recent
publication as similar to the earlier publication. If detection
approaches assigned the same score, and thus the same rank,
i, to multiple documents, the midrank, calculated as

r r di i i= + −( )−1 1 2

was assigned to all documents, di, with initial rank i. We
found that the best-performing approach is highly dependent
on plagiarism form. The following subsections describe
algorithm retrieval performance for the four examined pla-
giarism forms in detail. Figure 4 plots the distribution of
ranks for all levels of plagiarism disguise examined.

Copy and paste. The raking distribution of detection
approaches for the minimally disguised copy and paste type
of plagiarism shows that the character-based detection
approach ENCO performed best at highly ranking this form
of plagiarism. The citation-based LCCS algorithm per-
formed second best, and the character-based PDS Sherlock
ranked third. The upper quartile of the three best-performing
approaches equals 1. This means that, for at least 75% of the
examined top 10 document pairs, the approaches retrieved
the source document at rank 1.

Among the top 10 copy and paste document pairs, ENCO
identified all at rank 1. LCCS and Sherlock retrieved nine at
rank 1. The results confirm that current detection approaches
have no difficulty in retrieving at high ranks documents
that contain verbatim text overlap. The citation-based
approaches, especially LCCS, performed better than
expected for nondisguised plagiarism. The reason for this
might have been collection specific, in that many document
pairs with extensive text overlaps also featured long
instances of shared citation patterns.

Shake and paste. The distribution of ranks for shake and
paste plagiarism shows that ENCO identified the more
recent document that users rated as suspiciously similar to
the earlier published document at rank 1 for all 10 document
pairs. Sherlock and the two LCCS measures each identified
nine pairs at rank 1. The remaining citation-based
approaches showed slightly lower retrieval performance but
could identify the source document for each of the user-
classified top 10 document pairs. No third quartile of any
citation-based approach exceeded rank 2.

The good performance of ENCO’s exact 16-character-
gram string matching and Sherlock’s probabilistic
word-based fingerprinting approach in identifying shake and
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paste similarities was no surprise, given that many of the
identified instances have high verbatim text overlap. The
citation-based measures performed better than expected,
which was due mainly to most shake and paste similarities
being concentrated in the introductory and background sec-
tions of publications, which also included a high number of
shared citations.

Paraphrases. The box plots for both paraphrases and
structural and idea similarity show that the CbPD approach
outperformed character-based approaches in identifying
these forms of plagiarism. The two best-performing algo-
rithms for paraphrases, LCCS and LCCS dist., identified
eight and seven of the top 10 document pairs at rank 1 and
ranked no document pair below rank 4. ENCO identified six,
and Sherlock eight of the document pairs below the top rank
of 1. The lowest ranks at which the two character-based
approaches retrieved one of the top 10 document pairs was at
rank 18 for Encoplot and at rank 14.5 for Sherlock.

Structural and idea similarity. For structural and idea
similarity, the advantage of CbPD was even more apparent
than for paraphrases. The citation-based approach, espe-
cially the variations of LCCS (LCCS and LCCS dist.) sig-
nificantly outperformed the character-based approach in
prominently ranking structural and idea similarity. LCCS
identified nine and LCCS dist. eight document pairs at rank
1 and the remaining document pairs no lower than rank 3.

ENCO, on the other hand, ranked six and Sherlock ranked
nine document pairs at rank 4 or below. Figure 5 shows the
ranking distribution for structural and idea similarity in
detail. One can see that the lowest ranks at which ENCO and
Sherlock retrieved the document pairs were at rank 57.5 for
ENCO and rank 79.5 for Sherlock. Note how the retrieved
documents cluster around rank 1 for the citation-based algo-
rithms but are widely distributed for ENCO and Sherlock.

Our results indicate that character-based and citation-based
approaches have complementary strengths. The ranking distri-
bution for the top 10 suspicious documents for each of the four
examined plagiarism forms confirmed that CbPD more effec-
tively detects disguised plagiarism forms with low textual simi-
larity, that is, paraphrases and similarities in document structure
or ideas, which can indicate unoriginality and potential plagia-
rism. Character-based approaches, on the other hand, perform
effectively in retrieving plagiarism in the copy and paste and
shake and paste categories.

Computational Efficiency

Computational efficiency is crucial to PDS performance,
because exhaustive n:n comparisons quickly become
unfeasible for large collections. Although character-based
approaches require a pairwise comparison for the entire
collection to prevent a loss in detection performance, the
CbPD approach retains only those documents of the
reference collection that share at least one citation in

FIG. 4. Overview of ranking performance for plagiarism forms.
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common with the examined document. Thus, we retained
only the documents with sBC ≥ 1 in the PMC OAS collection
for further analysis.

In general, the processing time for automated plagiarism
detection is composed of two elements, first, the time
required for preprocessing and, second, the time required for
document comparison. Preprocessing encompasses file
system and/or database operations and document type
conversions. For example, ENCO and Sherlock required
converting PMC OAS’s NXML format to plain text. Prepro-
cessing for citation-based approaches includes text parsing
to acquire references, determining citation distribution in the
full text, and extracting document metadata. Extracted data
must be cleaned and disambiguated before being stored in
the database. Because the restriction sBC ≥ 1 limits collection
size, we included the time required for computing BC
strength to the citation-based algorithms’ preprocessing
time.

Character-based detection approaches require O(n) time
for preprocessing, because n documents must be converted
from NXML to plain text. The citation-based approach also
requires O(n) time for converting and parsing documents
and for cleaning and disambiguating the parsed data. The
additional calculation of sBC requires O(n · log(n)) time when
using an index that allows comparing the references in docu-
ments in O(log(n)) time. All citation-based algorithms had
similar overall run times. We therefore summarized all seven
citation-based methods under the label CbPD and examined
their mean processing time.

Figure 6 plots both measured and extrapolated average
case processing times for ENCO, Sherlock, CbPD1, and
CbPD5, where CbPDn stands for any citation-based
approach using an sBC threshold ≥n. Processing time in hours
is plotted on a log 10 scale and assumes a 3.40 GHz quad
core processor with 16 GB of RAM. Shaded columns depict
the size ranges of well-known, large-scale corpora, namely,
PMC OAS, PubMed, and Google Scholar. Figure 6 shows
that, to process the PMC OAS, the CbPD5 algorithm
required 14.7 hours, whereas Sherlock would require an
estimated 140 years. For ENCO and Sherlock, we measured
processing times for sample sizes 10, 100, and 1,000 and
extrapolated the processing times for the larger collections
with unfeasible runtime requirements. For the CbPD algo-
rithms, we calculated processing times up to the size of the
PMC OAS and extrapolated the times for larger collections.

The efficiency of approaches depends heavily on corpus
size. If a single document pair (1:1) is analyzed, the
character-based approach is comparatively less expensive
than the citation-based approach. This is true because for
smaller corpora citation parsing is computationally more
intensive than a character-based n:n comparison. However,
the break-even point, depending on document length and
number of citations, is commonly reached at about
five documents. For larger collections, character-based
approaches are typically more expensive, given that they

require
n

2
⎛
⎝⎜

⎞
⎠⎟

comparisons. In summary, the superior compu-

tational efficiency of the citation-based approach is

FIG. 5. Ranking distribution for structural and idea similarity.
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advantageous especially for large document collections,
which remain analyzable in an n:n fashion without a loss in
detection accuracy.

User Utility

An effective, automated detection approach maximizes
user utility by addressing user information need and mini-
mizing effort. We assessed utility by questioning the 26
participants on the similarity visualization method,
character-based, citation-based, or hybrid, that they per-
ceived most suitable for the various plagiarism forms. We

additionally examined whether a reduction in user effort is
attainable if the citation-based approach is combined with
the strictly character-based similarity visualization of
current PDS.

Table 4 shows the document similarity visualization
approaches participants indicated as most suitable depending
on the dominating plagiarism form. We collected these
responses for the 461 document pair judgments from all three
examiner groups, where s > 0. The majority of participants
indicated traditional text highlights as the single most suitable
similarity visualization method to assist in document verifica-
tion for the copy and paste type of plagiarism. For the heavily

FIG. 6. Computational efficiency. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]

TABLE 4. User-perceived suitability of methods.

Copy and paste Shake and paste Paraphrased Structural and idea Translateda

Character-based 51% 27% 6% 1% 0%
Citation-based 1% 5% 32% 86% 54%
Hybrid 47% 68% 62% 13% 46%

aExamination of zu Guttenberg thesis only.
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disguised structural and idea similarity, the majority of
participants rated the citation-based approach as the most
effective visualization method. A hybrid approach combining
both text and citation pattern visualization was perceived as
most suitable to detect paraphrases and shake and paste pla-
giarism. Because the PMC OAS contains English-language
publications only, we additionally asked 13 volunteers (of 26
participants) to indicate the suitability of visualization methods
for an excerpt of the zu Guttenberg thesis (zu Guttenberg,
2009), a prominent plagiarism case of former German defense
Minister K.-T. zu Guttenberg containing several instances of
translated plagiarism as identified by the GuttenPlag Wiki
(GuttenPlag Wiki, 2011). With opinions on translated plagia-
rism collected only for a single plagiarism case, these results,
however, cannot be generalized.

In a subsequent evaluation, we examined whether a reduc-
tion in user effort, measured as a time saving, is observable
upon citation pattern visualization. We recruited a subset of
eight participants and divided them into two groups of four to
judge document suspiciousness once with text similarity
visualized, and once with both text and citation pattern simi-
larity visualized. For each of the visualization methods, we
recorded the time examiners required to verify the first two
instances that they deemed likely plagiarism.

Each participant rated 25 document pairs, six pairs in
each of the four assigned plagiarism categories as well as a
single document to represent translated plagiarism, an
excerpt of the zu Guttenberg thesis. The six documents for
each of the four plagiarism forms were a random sample of
the top 30 documents yielded by the pooling approach.

Figure 7 shows the mean times in seconds recorded for
document verification with and without citation pattern visu-
alization. We observed a notable reduction in the mean times
required to identify suspicious similarity upon citation

pattern visualization for the heavily disguised structural and
idea similarity, with a 42.1% time reduction; followed by
paraphrases, with a 21.8% reduction; and shake and paste-
type plagiarism, with a 10.8% reduction. We also observed a
lower user effort to verify translated plagiarism; however,
these data should not be generalized, given that they repre-
sent only a single examined case.

The recorded time savings were in line with the user-
classified suitability of the approaches. The citation pattern
visualization of CbPD was most helpful for verifying struc-
tural and idea similarities. For plagiarism forms with very
high textual similarity, such as copy and paste, citation
pattern visualization interestingly had a negative effect on
time reduction over text-only visualization. We suspect that
some examiners clicked through sections with high citation
pattern similarity more thoroughly and thus took longer to
submit the first two instances of suspected plagiarism.

Identified Cases

For user-perceived cases of plagiarism, we contacted the
authors of the earlier published article. Thus far, three pla-
giarized medical studies have been retracted by the issuing
journal, and six further publications were confirmed to
contain plagiarism by the earlier authors. Additional cases
are still under examination. Due to the sensitivity of the
issue, we do not disclose nonconfirmed cases of potential
plagiarism. Please refer to http://citeplag.org for the most
recent user-identified cases using the prototype as well as
updates on retraction notices.

Limitations

General challenges faced when evaluating the perfor-
mance of PD algorithms using nonartificially created test

FIG. 7. Mean times in seconds required for document verification.

12 JOURNAL OF THE ASSOCIATION FOR INFORMATION SCIENCE AND TECHNOLOGY—•• 2014
DOI: 10.1002/asi

http://citeplag.org


collections are the lack of ground truth and the subjectivity
of human judgment. We addressed the first challenge by
establishing a ground truth approximation for a pooled set of
documents. We addressed the second challenge as well as
this is possible, by providing uniform definitions and guide-
lines to participants.

Although the CbPD algorithms took into account cita-
tions and references to sources cited outside of the PMC
OAS, the restricted access to full texts allowed searching for
plagiarism only if the similar document was included in the
PMC OAS. We assumed the PMC OAS corpus to exhibit
relatively low plagiarism content, because plagiarism was
likely detected in the journals’ peer-review process, by
character-based PDS, or as a result of prior PMC OAS
corpus testing, such as the character-based examinations
conducted by a research group at the Harold Garner labora-
tory (Sun et al., 2010). Because nondisguised plagiarism, in
particular, is more likely to be detected and removed, the
results obtained from the PMC OAS may not be represen-
tative of other collections.

Future Work

Several interesting areas of research remain. Integrating
CbPD with current technologies for cross-language infor-
mation retrieval and information visualization methods is
one such application. Applying the citation-based approach
to large-scale heterogeneous collections even when they
contain different languages and alphabets is another prom-
ising use. Figure 8 shows CbPD applied to a retracted pub-
lication (Chen, Liu, Xu, Zhang, & Shen, 2012), which
translated a Chinese publication without attributing the
source.

The citation-based approach also raises the question of
how to define and address newly detectable plagiarism
forms. No consensus exists on the levels of structural simi-
larity in documents that may adequately represent critical
thresholds. One new form, for example, may be termed
citation composition plagiarism.

High levels of citation-based document similarity need
not necessarily point to plagiarism. For this reason, we
propose citation-based similarity as a supplemental indica-
tor to determine whether a work exhibits a high degree of
novelty. For example, in evaluating the merits of a grant
proposal, a reviewer likely is interested in similarity to other
proposals, patents, or published ideas, to cross check the
level of originality. Citation-based document similarity may
also be used to identify related work or make visible author
inspiration trails, defined as the texts consulted but not cited
by an author (Gipp, 2013).

Conclusions

Our evaluation demonstrates the effectiveness and prac-
ticability of CbPD with a large-scale scientific document
collection containing various degrees of plagiarism disguise.
We evaluated the effectiveness of seven CbPD algorithms
and two popular character-based approaches using human
judgment and a top n results pooling approach. Our test
collection derived from the PMC OAS contained 185,170
publications. In comparing the ranks at which each detection
approach identified the top 30 suspicious document pairs for
each plagiarism form against human judgment, we found
that the citation-based detection approaches significantly
outperformed the character-based approaches in retrieving
among their top ranks those documents, which contained

FIG. 8. Example of plagiarism in an alphabet different from that of the source. [Color figure can be viewed in the online issue, which is available at
wileyonlinelibrary.com.]
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paraphrases and structural and idea similarity. The
character-based approaches ranked the top results as judged
by humans highest for copy and paste and shake and paste
plagiarism.

For the PMC OAS collection, we approximated the
advantage in computational efficiency to be on the order of
3.6 × 104, that is, 14.7 hours for the CbPD approach com-
pared with ∼140 years for character-based approaches. The
citation-based visualization method reduced user effort as
measured in a time savings for examiners, which was espe-
cially noticeable for heavily disguised plagiarism forms.
Moreover, CbPD discovered several cases of previously
unidentified plagiarism in the PMC OAS collection some of
which would have remained undetected by today’s
character-based detection approaches.

In summary, citation-based and character-based
approaches to automated plagiarism detection have comple-
mentary strengths and weaknesses. We conclude that a
hybrid detection approach as explored in our prototype
would represent a significant improvement upon current
detection approaches.
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